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Abstract

A two-level analysis method for certain separable problems is intro-
duced. It motivates the de�nition of improved versions of Black Box
Multigrid for di�usion problems with discontinuous coe�cients and
inde�nite Helmholtz equations. For anisotropic problems, it helps in
choosing suitable implementations for frequency decomposition multi-
grid methods. For highly inde�nite problems, it provides a way to
choose in advance a suitable mesh size for the coarsest grid used. Nu-
merical experiments con�rm the analysis and show the advantage of
the present methods for several examples.
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1 Preliminaries

Consider the nonsingular linear system of equations

Ax = b; (1)

arising, for example, from a discretization of the elliptic PDE

�r(Dru) + ~� � ru+ �u = f (2)

in 
 � Rd with suitable boundary conditions, where d is the dimension of
the problem and D, ~� and � are given functions (D is a d�d symmetric and
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uniformly positive de�nite matrix and ~� is a d-dimensional vector). Assume
that A is an operator in V (�
), where �
 � f~j = (j1; : : : ; jd)g � Zd is the grid
and, for any set g � Zd, V (g) is the linear space of functions de�ned on g.
With this assumption, A may be considered a tensor A = (a~i;~j)~i;~j2�
. In the
following, we will treat A both as a matrix and a tensor, assuming that the
~ith equation in the matrix A (with some ordering) corresponds to grid point
~i. For 1 � j � d, denote by 1(j) the jth column vector of the identity matrix
of order d. De�ne

@ �
 = f~i 2 �
 j 9j; 1 � j � d; such that ~i + 1(j) 62 �
 or ~i� 1(j) 62 �
g:

When periodic boundary conditions are imposed, 
 and �
 are torus and
discrete torus, respectively. Hence in this case @ �
 = ;.

For any set s, let jsj denote its intensity. For any tensor M = (m~i;~j),
de�ne the o�-diagonal sum operator r(M) by

r~i(M) =
X

~j2�
;~j 6=i

m~i;~j:

1.1 De�nition of the Abstract Two-Level Method

Let ~S : x ! ~Sx, ~S � ~S(A; b), be a smoothing (relaxation) procedure for
(1) with the corresponding iteration matrix S. Let �1 and �2 be positive
integers denoting, respectively, the number of presmoothings and number of
postsmoothings used. The operators R (restriction), P (prolongation) and Q
(coarse grid coe�cient matrix) will be de�ned later. The abstract two-level
(TL) procedure is de�ned by

TL(xin; A; b; xout) : xout = ~S�2
�
~S�1xin + PQ�1R(b� A ~S�1xin)

�
: (3)

An iterative application of TL is given by

x0 = 0; k = 0

while kAxk � bk2 � threshold � kAx0 � bk2

TL(xk; A; b; xk+1) (4)

k k + 1

endwhile.

Note that the iteration matrix for this method is

S�2(I � PQ�1RA)S�1: (5)

This representation is the basis for the two-level analysis in Section 3 below.
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1.2 De�nition of Black Box Multigrid

Here we describe the Black Box Multigrid method of [5]. It is denoted in the
sequel by BBOX.

Assume that A is of 3d-coe�cient stencil, that is,

j~i�~jj1 > 1) a~i;~j = 0:

For any integer m, denote `m is even' by 2jm and `m is odd' by 2 6 jm. For
any index set q � f1; : : : ; dg, de�ne the set

g(q) = f~j 2 �
 j m 2 q , 2 6 j jmg:

The family of disjoint sets fg(q)gq�f1;:::;dg may be thought of as a coloring of �

in which the set g(q) corresponds to color q (see [12], Method B). Typically,
g(;) serves as a coarse grid. In the sequel, we will also use the notation
c = g(;) and f = �
 n c. This induces a block form for A:

A =

 
Aff Afc

Acf Acc

!
; (6)

where Aff and Acc are of order jf j and jcj, respectively.

For any ~i 2 �
, let q(~i) � f1; : : : ; dg be the set for which ~i 2 g(q(~i)). For
each ~i 2 f , de�ne the sets

t~i =
n
~m 2 �
 j j~m�~ij1 � 1; q(~m) � q(~i)

o

and, for each ~j 2 t~i, the sets

s~i;~j =
n
~m 2 �
 j j~m�~ij1 � 1; q(~m) \ q(~i) � q(~j) � q(~m)

o
:

For ~i 2 c, de�ne t~i = s~i;~i = f~ig. In the prolongation, t~i is the set of grid

points contributing to ~i and s~i;~j is the set of grid points on which a stencil
sum (`collapse') is done to compute this contribution. De�ne the tensors
U = (u~i;~j) and L = (l~i;~j) by

u~i;~j =

( P
~m2s~i~j

~a~i;~m
~j 2 t~i

0 otherwise
(7)

and l~i;~j =

( P
~m2s~j~i

~a~m;~j
~i 2 t~j; ~i 6= ~j

0 otherwise,
(8)

respectively, where (see [7])

~a~i;~j =

(
�r~i(A) ~j =~i and ja~i;~i + r~i(A)j � ja~i;~ij
a~i;~j otherwise.

(9)
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Assume that the variables are ordered in blocks corresponding to colors q
with decreasing order of jqj. Since t~i � f~ig[[jsj<jq(~i)jg(s), U and L are upper
and strictly lower triangular matrices, respectively. De�ne

P = U�1diag(U) and R = diag(U)(L+ diag(U))�1: (10)

For symmetric problems, these de�nitions are equivalent to those of [5]; for
nonsymmetric ones, however, they are slightly di�erent from those recom-
mended in [6]. We prefer the present de�nitions because they allow the
simpli�cations in Section 2.4 below.

For any set g � �
, let Jg : V (�
)! V (g) be the injection

(Jgv)~j = v~j; v 2 V (�
); ~j 2 g:

The de�nition of BBOX is completed by

either Q�1 =

 
diag(Aff)

�1(Rff )
�1 0

0 (JcRAPJ
t
c)
�1

!
(11)

or Q�1 =

 
0 0
0 (JcRAPJ

t
c)
�1

!
: (12)

Approach (11) is the one used in [5], whereas (12) is used in [13].

1.3 Di�culties with Black Box Multigrid

We have found in our experiments that Black Box Multigrid has three sources
of di�culties:

1. The examples tested in [2] [5] [6] use odd number of grid points in each
spatial direction and coarse grids consisting of odd numbered variables
of the next �ner grid, so that coarse grids always include boundary
points. When coarse grids consist of even numbered variables (as for
the current implementation) the convergence is somewhat slower.

2. It was pointed out in [13] that Black Box Multigrid stagnates for certain
di�usion problems with discontinuous coe�cients. This phenomenon
is due to strong coupling in the third-level coe�cient matrix between
subdomains which are only weakly coupled in the original system (see
[2]). This strong coupling arises from the collapse (7){(8) which mixes
oblique connections with Cartesian ones, thus introduces strong con-
nections between variables which should be only weakly connected.
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3. The performance of Black Box Multigrid deteriorates when (even small)
amount of inde�niteness, namely, negative � in (2), is inserted into
the equation (by `Black Box Multigrid' we refer here to the naive,
straightforward extension of the method of [5] to inde�nite problems
(Section 1.2)).

To illustrate the second di�culty, consider Equation (2) in the 2-d region
(0; 62)� (0; 62) with ~� � 0, � � 0 and D = diag( ~D; ~D), where

~D(x; y) =

8>>><
>>>:

1000+1
2
� 1
1000

(x; y) 2 � � f(x; y) j jx� !j+ jy � !j � 1g
1000 (x; y) 2 (0; !)� (0; !) [ (!; 62)� (!; 62) n �
1 (x; y) 2 (0; !)� (!; 62) [ (!; 62)� (0; !) n �
0 (x; y) 62 (0; 62)� (0; 62);

and 0 < ! < 62 is the breaking point. The boundary conditions are

un = 0 x = 0 or y = 0
~Dun + 0:5u = 0 x = 62 or y = 62:

The �nite volume scheme of [2] is used over an N � N uniform grid with
N = 63 and the origin lying on the grid point numbered (1,1). The coarse
grids consist of even numbered points of the next �ner grid (as de�ned in
Section 1.2); this implementation is used throughout the paper, except for
certain results in Table 2.1. A four-color Gauss-Seidel smoother ([1] and
Method A in [12]) is used in a V(1,1) multigrid cycle. The convergence
factor (cf) is de�ned in (26). It is seen from Table 1.3 that stagnation occurs
when the breaking point ! lies on all grids.

Table 1: Convergence factors (cf) for BBOX for di�usion problems with
discontinuous coe�cients.

! levels (11) (12)
30 2 .050 .075
30 4 .083 .120
31 2 .067 .096
31 3 .980 .980
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2 Improved Versions of Black Box Multigrid

2.1 Improved BBOX for De�nite Problems

First we introduce a version which avoids the �rst di�culty in Section 1.3.
Our numerical experiments and the analysis in Section 2.4 suggest that the
o�-diagonal row-sums �r~i(A) in (9) should be used only when the prolon-
gation is done along boundaries. This means that one should replace (9) by
the following criterion:

~a~i;~j =

(
�r~i(A) ~j =~i 2 f and t~i � @ �

a~i;~j otherwise.

(13)

Next, we treat the second di�culty of Black Box Multigrid. The algo-
rithm introduced in [10] (also discovered by the authors of [2] in an earlier
report) suggests to `throw' o� diagonal elements to the main diagonal; this
is done by modifying the ~a~i;~j's de�ned in (13) by

~a~i;~j  

8>><
>>:

~a~i;~i +
P

~m2�
nt~ins~i;~i
~a~i;~m

~j =~i 2 f

0 q(~i) n q(~j) 6= ; 6= q(~j) n q(~i)
~a~i;~j otherwise

(the main diagonal elements ~a~i;~i are modi�ed �rst). The alternative approach
suggested here `throws' to the main diagonal only elements which are too
large to participate in the collapse (7){(8). Thus, the present version reads
as follows. De�ne

ŝ~i;~j = f~m 2 s~i;~j j j~a~i;~mj � � j~a~i;~jjg;

where � � 1 is a parameter. Do (13) and then, instead of (7){(8), do

u~i;~j =

8>><
>>:

P
~m2ŝ~i~j

~a~i;~m
~j 2 t~i; j 6= iP

~m2ŝ~i~i
~a~i;~m +

P
~k2t~i

P
~m2s~i~kn~s~i~k

~a~i;~m
~j =~i

0 otherwise,

l~i;~j =

( P
~m2ŝ~j~i

~a~m;~j
~i 2 t~j; j 6= i

0 otherwise.

Typically, one should choose � satisfying

1 < � < min
~i; ~j2�
; ja~i;~ij�4ja~j;~j j

ja~i;~ij=ja~j;~jj:

The improved results obtained with � = 10 for the example in Section 1.3
are displayed in Table 2.1. In our numerical experiments, we also consider
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the `staircase' problem (Example IV in [2]) with a 65�65 grid. For this grid,
Criterion (13) suggests that the o�-diagonal row-sums �r~i(A) should not
be used on the �rst level (since the �rst coarse grid is interior to the �nest
one) but should be used in coarser levels on the upper and right edges of
the discrete boundary, where coarse grid boundary points coincide with �ne
grid ones. The results in Table 2.1 show the advantage of BBOX with the
modi�ed collapse in comparison with the method of [10] (implemented with
(11)) (it was also observed that multi level implementations of the method
of [10] stagnate for the highly inde�nite examples in Section 4).

Table 2: Convergence factors for BBOX with the modi�ed collapse (with � =
10). For comparison, results for the Kettler{Meijerink method are displayed
in the last column.

! levels (11) (12) [10]
30 4 .084 .114 .320
31 4 .082 .129 .111

staircase 4 .077 .096 .121

We have also used the above staircase example (again with N = 65) to
show the advantage of the criterion (13). The coarse grids consist of either
even numbered points or odd numbered points of the next �ner grid. Note
that Criterion (9) corresponds to either the �rst and third rows in Table
2.1 or the second and fourth ones, depending on the interpretation of the
notation `�' used there. Criterion (13), on the other hand, corresponds to
the second and third rows in Table 2.1 (at least on the �nest level; the results
in the third row can be improved by using Criterion (13) on coarse levels also,
see Table 2.1). Thus, it gives optimal results regardless of the construction
of coarse grids.

Table 3: Various four-level implementations of BBOX with the modi�ed
collapse (with � = 10) to the staircase problem (N = 65).

coarse grids consist of: ~a~i;~i convergence factor

odd numbered points a~i;~i .161

odd numbered points �r~i(A) .090
even numbered points a~i;~i .089
even numbered points �r~i(A) .209
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2.2 Improved BBOX for Inde�nite Problems

The idea is to modify the de�nition of the restriction and prolongation oper-
ators such that the contribution from the term �u in (2) is distributed among
spatial directions. To this end, we suggest two possible strategies. The �rst
approach suggests to write A = G+H, where H corresponds to a discretiza-
tion of the term �u in (2). De�ne the upper triangular matrices U(G) and
U(H) by applying (7) to G and H, respectively. Consider the prolongation
to a point~i along certain spatial directions. In order to distribute the contri-
bution from � properly, U(H)~i;~j should be multiplied by the relative di�usion
along these directions, namely,

U(H)~i;~j  U(H)~i;~j � r~i+~e(~i)(U(G))=r~i+~e(~i)(G);

where ~e(~i) = 2~g(~i) and ~g(~i) 2 Zd is the minimal integer vector (in, say, the l1
norm) for which ~i+~g(~i) and ~i+2~g(~i) are in �
 n @ �
 (~e is introduced to avoid
the e�ect of boundary conditions). Alternatively, one can de�ne ~e(~i) � 0
and assume that the matrix argument of the operator r(�) is extended such
that its stencil is de�ned on an in�nite grid. P is then obtained by setting
U = U(G)+U(H) and proceeding as in Section 1.2. R is de�ned in a similar
way. The lower right block matrix of Q in (11){(12) is given automatically in
the decomposed form Jc(RGP+RHP )J t

c, suitable for recursion in multi-level
implementations.

The above de�nition requires larger storage and set-up time than that
of standard BBOX. Furthermore, it requires the a-priori knowledge of the
splitting A = G + H. Hence, we introduce an alternative approach, which
coincides with the previous one for two-level implementations for (2d + 1)-
coe�cient stencils for the Helmholtz equation. It reads as follows. De�ne
the discrete � at point ~i by

~�~i = a~i+~e(~i);~i+~e(~i) + r~i+~e(~i)(A):

De�ne the relative di�usion at point ~i 2 f by

d~i =

P
~j2t~i; j

~i�~jj=1 �a~i;~jP
~j2�
; j~i�~jj1=1

�a~i;~j
:

Do (13) and then modify the resulting ~a~i;~j's by

~a~i;~j  

(
~a~i;~i �

~�~i
�
1~i � d~i+~e(~i)

�
~i = ~j 2 f

~a~i;~j otherwise,
(14)
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where

1~i =

(
0 ~i 2 f and t~i � @ �

1 otherwise.

Thus, the contribution of the Helmholtz term �u to main diagonal elements
is multiplied by the amount of di�usion in the directions of prolongation
(relatively to the total di�usion). (7) and (8) are then used to create P and
R and Q is de�ned as in (11){(12). This approach works well in practice, e.g.,
for highly inde�nite problems with variable coe�cient � and non-rectangular
domains. It is denoted hereafter by Averaged Black Box multigrid (ABOX).

2.3 Representations of P for BBOX

For any two sets t2 � t1 � f1; : : : ; dg, de�ne

Pt1;t2 =

(
�J t

g(t1)
Jg(t1)P

�1J t
g(t2)

Jg(t2) t1 6= t2
0 t1 = t2:

For any ordered set s, let �s denote a product of elements indexed in s with
a decreasing index order. Then we have

P�1 = �1�j�d�jt2j=d�j�t2�t1(I � Pt1;t2)

and, hence,

P = �0�j�d�1�jt2j=j�t2�t1(I + Pt1;t2)

= I +
X

k�2; t1�t2�����tk

�1�l�k�1Ptl+1;tl : (15)

This representation will be useful in the next section.

2.4 Simpli�ed Representations of P for ABOX

The motivation for the de�nition of ABOX lies in the opportunity to simplify
further the representation of P for schemes involving (2d + 1)-coe�cient
stencils, such as �nite volume and �nite di�erence schemes. In this case the
coe�cient matrix A may be written in the form

A =
dX

i=1

Xi; (16)

where Xi represents a three-point discretization of the derivatives in the
ith spatial direction (including possible substitution for these derivatives at
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boundaries from boundary conditions). It is assumed that the term �u in
(2) contributes to diag(A) only; furthermore, it is assumed that the amount
of this contribution at point ~i 2 �
 is ~�~i, out of which the amount

~�~i � r~i+~e(~i)(Xk)=r~i+~e(~i)(A)

goes to (Xk)~i;~i (1 � k � d).

Assume also that for each ~i 2 @ �
 and 1 � j � dn
~i + 1(j) 62 �
 or ~i� 1(j) 62 �


o
)~ij mod 2 2 S~i;

where 1(j) denotes the jth column vector of the identity matrix of order d
and S~i is either f0g or f1g. (more accurately, this assumption is required
only for directions j for which boundary conditions other than Neumann are
imposed). This means that

junction points of @ �
 belong to g(f1; : : : ; dg) [ c: (17)

With these assumptions, a simple representation of P is available, with which
the two-level analysis in Section 3 below is much easier to implement.

For (16), AutoMUG is de�ned as follows. Let

Pi = 2I � diag(Xi)
�1Xi and Ri = 2I �Xidiag(Xi)

�1: (18)

Let ~Ti be the diagonal matrix which has the same row-sums as Pi and de�ne
Ti = �j 6=i

~Tj. De�ne

R = Jc�1�j�dRj; P = �0�j�d�1Pd�jJ
t
c and Q = Jc

dX
j=1

TjRjXjPjJ
t
c: (19)

We also consider the Frequency Decomposition Multigrid (FDM) method
of [9] for the solution of highly anisotropic equations. When Xi is consider-
ably smaller than all the other Xj's it is suggested in [16] and [9] to use two
coarse grid corrections: one with the standard bilinear prolongation and the
other with a bilinear-like prolongation but with alternating signs. In [16] the
same coarse grid is used for both corrections, whereas in [9] the coarse grid
used for the latter correction is shifted so that odd numbered variables are
used in the ith spatial direction. This appears to be a considerable improve-
ment (see Table 3.2 below). Here we consider the Child of FDM (CFDM)
and the Grandchild of FDM (GFDM) of [8]; these are variants of BBOX
(here they are implemented with (13) and (14)) for which 2d coarse grid cor-
rections are used, each of which uses transfer operators with signs alternating
in some of the spatial directions.
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For 1 � i � d, de�ne

pi = f~j 2 �
 j 2jjig:

De�ne ~pi = pi for the implementation of [16] and ~pi = �
 n pi for that of [9].
For any set t � f1; : : : ; dg, substitute

g(t) (\i62t~pi) \ (\i2t (
 n ~pi))

and set c = g(;) and f = �
 n c. Note that this is the same as before for
ABOX and for the implementation of [16]. With this rede�nition, (15) holds
also for the implementation of [9], provided that P is upper triangular when
the variables are ordered in blocks g(t) with decreasing order of jtj. De�ne

Pi = (I � diag(Xi)
�1Xi)J

t
pi
Jpi for ABOX

Pi =

(
(a) (I � diag(Xi)

�1Xi)J
t
pi
Jpi

or (b) Pi = (diag(Xi)
�1Xi � I)J t

~pi
J~pi

for CFDM

Pi =

(
(c) (I � diag(Xi)

�1Xi)J
t
pi
Jpi

or (d) Pi = �i(diag(Xi)
�1Xi � I)J t

~pi
J~pi

for GFDM,

where �i is a diagonal matrix measuring the strength of the di�usion in the
ith spatial direction: if (d) is used in more than one spatial direction then
�i = 0; else,

�i = diag
�
max

�
0; 1� (d� 1)r~j+~e(~j)(Xi)=r~j+~e(~j)(A�Xi)

��
~j2�


: (20)

Finally, we consider what we call CFDM(xi), for which at most two coarse
grid corrections are used, namely, De�nition (b) is used only when Xi is
considerably smaller than all the other Xj's.

With the terminology of Section 2.3, (16) implies that Pt1;t2 = 0 if jt1 n
t2j � 2. Consequently, (15) obtains the form

P = I +
X

t�f1;:::;dg; k�1; 1�r1 6=���6=rk�d; r1;:::;rk 62t

�0�l�k�1Pt[fr1;:::;rl+1g;t[fr1;:::;rlg

= I +
X

t�f1;:::;dg; k�1; 1�r1 6=���6=rk�d; r1;:::;rk 62t0
@�0�l�k�1

 
diag

 X
i2t

Xi +
l+1X
i=1

Xri

!!�1
diag

�
Xrl+1

�
Prl+1

1
AJ t

g(t)Jg(t):

In the remainder of this paper we consider the implementation (12). Note
that for this approach one may substitute

P  PJ t
c; R JcR and Q RAP
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(in this order). The above equality is then reduced to

P = J t
c+

X
k�1; 1�r1 6=���6=rk�d

0
@�0�l�k�1

 
diag

 
l+1X
i=1

Xri

!!�1
diag

�
Xrl+1

�
Prl+1

1
A J t

c:

If, in addition, the problem is separable, namely, the diag(Xi)
�1Xi's commute

with each other, then this simpli�es to read (the proof is by induction on d,
see [11])

P = J t
c +

X
k�1; 1�r1<���<rk�d

�
�0�l�k�1Prl+1

�
J t
c

= �1�i�d(I + Pi)J
t
c: (21)

Note that R also is equal to the right hand side of (21), provided that the
multiplication by J t

c on the right is replaced by a multiplication by Jc on
the left and the Pi's are replaced by suitable Ri's. For ABOX, for example,
one should use Ri = J t

pi
Jpi(I � Xidiag(Xi)

�1) and proceed as above, and
similarly for the other methods. This gives a uniform representation for
ABOX, CFDM, GFDM and AutoMUG and considerably simpli�es the two-
level analysis introduced next.

3 Two-Level Analysis for Black Box Multi-

grid

3.1 The Two-Level Analysis Method

Assume that A is diagonalizable and that, for every eigenvector of A of the
form v = fv~jg~j2�
,

v(�) � f(�1)
Pd

i=1
�ijiv~jg~j2�
; � 2 f0; 1gd

are also eigenvectors of A with the corresponding eigenvalues �(�). This
assumption holds, for example, for (a) periodic problems with constant co-
e�cients (namely, when A is a circulant Toeplitz tensor), (b) problems with
constant coe�cients and 3d-coe�cient stencils and (c) problems of the form
(16) (see [17], Sec. 7.1). Let us compute the symbol Â of A, namely, the
representation of A in the subspace spanned by the v(�)'s. The basis used for
this is fJ t

g(s)Jg(s)vgs�f1;:::;dg. For any set s, let 2
s denote the family of subsets

of s. De�ne the isomorphisms

s 2 2f1;:::;dg ! �(s) 2 f0; 1gd by �(s)i = 1 , i 2 s
and spanfJ t

g(s)Jg(s)vgs�f1;:::;dg ! V (f0; 1gd) by J t
g(s)Jg(s)v ! �(s):

12



Then the symbol Ĵg(s) is the (
Pd

i=1 �(s)i2
i + 1)st row of the identity matrix

of order 2d and Ĵpi =
P

s; i62s Ĵg(s). De�ne the symmetric orthogonal discrete
Haar transform by

H = (h
;�)
;�2f0;1gd ; h
;� = 2�d=2(�1)
Pd

i=1

i�i :

Then we have
Â = Hdiag(�(�))�2f0;1gdH:

Clearly, for cases (a) and (b) R̂ and P̂ are also available. For (16), assume that
the Xi's have constant main diagonals and commute with each other. Then
the X̂i's can be computed the same way Â was and R̂ and P̂ result from (21)
(for GFDM it is also required that the �i's are multiples of the identity).
The symbol of Q is then obtained from the symbol product Q̂ = R̂ÂP̂ .
For AutoMUG, the symbols of the restriction, prolongation and coarse grid
coe�cient matrix are computed similarly, using the de�nitions (18){(19) and
assuming that the matrices JcTiJ

t
c used there are multiples of the identity

(see [11]).
Let 0 � k � d� 1 be a �xed integer and consider a 2d�k-color hyperplane

relaxation with k-dimensional hyperplanes (for example, when k = 0 this is
a multi-color point relaxation with the colors g(s), s � f1; : : : ; dg). For the
symbol Ŝ of this relaxation, write Â = (Âi;j)1�i;j�2d�k , where the Âi;j's are
blocks of order 2k corresponding to the various colors. The square matrix
symbol of the �rst color relaxation is then given by

Ŝ1 =

 
0 �Â�1

1;1Â1;2 � � � �Â
�1
1;1Â1;2d�k

0 I

!

and Ŝ is just the product of such symbols. The symbol of the iteration ma-
trix (5) is then obtained by replacing individual matrices there by their cor-
responding symbols. For the multiple coarse grid correction methods CFDM
and GFDM, two possible implementations exist: the additive approach, for
which the iteration matrix symbol is

Ŝ�2

0
@Î �

0
@X

j

P̂jQ̂
�1
j R̂j

1
A Â

1
A Ŝ�1 (22)

(where j runs over all coarse grid corrections) and a multiplicative approach,
for which the residual is recomputed after every coarse grid term addition
and the iteration matrix symbol is

Ŝ�2�j(Î � P̂jQ̂
�1
j R̂jÂ)Ŝ

�1: (23)

13



The spectrum of the iteration matrix may be computed by scanning over
eigenvalues corresponding to elements in a set V of eigenvectors of A satis-
fying jV j � dj�
j=2de and u; v 2 V ) u 62 spanfv(�)g�2f0;1gd and computing
numerically the spectra of the corresponding symbols of the iteration matrix.

3.2 Applications

For separable problems of the form (16) the spectrum of A is the sum of
those of the tridiagonal matrices Xi. In some cases it is known that these
spectra lie in the interior of certain ellipses (or circles, using Gershgorin's
theorem) in the complex plane; since the eigenvalues of the iteration matrix
are given as a meromorphic function of those of the Xi's, one may scan over
the corresponding ellipses (and possible poles of this function) and obtain
an upper bound for the asymptotic convergence factor. Alternatively, the
spectra of the Xi's can be computed numerically either by an LU method or
by a Lanczos type method. Here we apply the two-level analysis method to
some model problems for which these spectra are known in advance, namely,
Dirichlet problems with constant coe�cients in the unit square. The �rst
example is the anisotropic di�usion equation

�uxx � �uyy = f:

with a uniform N � N grid and the usual �ve-coe�cient second order dis-
cretization. The red-black Gauss-Seidel (RB) smoother, (12), (14), �1 = �2 =
1 and N = 63 are used. It is well-known that for anisotropic problems RB
is not an appropriate smoother for single coarse grid correction algorithms.
From Table 3.2, however, it can be seen that it is quite e�cient in the multi-
ple coarse grid correction algorithms CFDM and GFDM, provided that the
implementation of [9] is used. Note that the results for this implementation
are only approximations for the actual convergence factors of the methods of
[8], since (17) cannot hold for all the coarse grids simultaneously.

Next, we consider inde�nite Helmholtz equations. For the slightly indef-
inite equation

�uxx � uyy � 20u = f (24)

we obtained spectral radii similar to those for the Poisson equation, namely,
.0625 for ABOX and .0741 for AutoMUG. This is in agreement with results
in [13] (see Theorem 1 there and the discussion proceeding it). Then we turn
to the more di�cult highly inde�nite equation

�uxx � uyy � 790u = f: (25)

14



Table 4: Spectral radii of two-level iteration matrices for an anisotropic di�u-
sion equation with Dirichlet boundary conditions. N = 63, the RB smoother
and �1 = �2 = 1 are used.

� residuals [16] [16] [16] [9] [9] [9]

CFDM(y) CFDM GFDM CFDM(y) CFDM GFDM

10�2 not recomputed (22) .967 .956 .967 .281 .281 .274
10�2 recomputed (23) .956 .956 .956 .081 .084 .077

10�5 not recomputed (22) .995 .995 .995 .003 .052 .002
10�5 recomputed (23) .995 .995 .995 .000 .083 .001

The (scaled) coe�cient matrix for this problem with N = 15, 31 and 63 has
(respectively) 38, 32 and 30 distinct negative eigenvalues, the �ve smallest
(in magnitude) of which are displayed in the 1st, 4th and 7th columns of
Table 3.2. This information shows that the problem is nearly singular in the
sense of [4]. In the other columns of Table 3.2, the �ve largest (in magnitude)
eigenvalues of the iteration matrices of ABOX and AutoMUG are displayed.

Although the basic iteration (4) diverges, it is seen that for N = 31 and
N = 63 there exist only few isolated eigenvalues of magnitude larger than or
close to one. Consequently, it is expected that a Lanczos-type acceleration
method applied to (4) will yield suitable linear combinations of iterants in
such a way that error components corresponding to large eigenvalues are
annihilated. This results in convergence controlled by the small eigenvalues
alone, as con�rmed numerically in Section 4. Moreover, the analysis in [3]
and the multi-level analysis in [13] show that the number of levels may be
arbitrarily enlarged, provided that the appropriate mesh-size for the coarsest
grid is unchanged. A 31� 31 or a 15� 15 grid is thus suitable for serving as
a coarsest grid in a multi-level implementation for this problem.

4 Numerical Results

The numerical experiments presented here con�rm the results of Section 3.2.
As a matter of fact, the results in Table 4 coincide with those of Tables 3.2.
When acceleration is used, the e�ciency of ABOX for highly inde�nite prob-
lems is shown. Due to its inexpensive multi-level implementation, AutoMUG
appears to be competitive in some cases; however, it should be kept in mind
that AutoMUG is less robust in the sense that it cannot handle stencils with
more than 2d+ 1 coe�cients.
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Table 5: Five largest negative eigenvalues of A (scaled) and �ve largest (in
magnitude) eigenvalues of two-level iteration matrices for the highly inde�-
nite Helmholtz equation. The RB smoother and �1 = �2 = 1 are used.

N = 15 N = 15 N = 15 N = 31 N = 31 N = 31 N = 63 N = 63 N = 63
A ABOX AMUG A ABOX AMUG A ABOX AMUG

-0.241 174.13 -886.52 -1.14�10�3 -6.710 -17.56 -1.16�10�3 -3.409 1.478
-0.368 119.77 -727.10 -1.90�10�2 1.680 2.91 -8.42�10�3 0.751 -0.928
-0.431 61.56 -594.85 -2.07�10�2 1.028 -1.75 -9.97�10�3 0.329 0.451
-0.528 -42.44 -511.42 -5.04�10�2 -0.700 0.981 -1.08�10�2 0.152 -0.183
-0.617 -33.37 -416.42 -6.03�10�2 0.554 0.786 -1.63�10�2 -0.136 -0.136

We consider Equation (25) with Dirichlet boundary conditions. Although
it is ill-posed, it is suitable for serving as a test problem for more realistic
situations. It is discretized via a second-order �ve-point di�erence scheme
on a uniform N �N grid. The initial guess is random in (0; 1). The solution
is u = 0. The RB smoother is used in V(0,1) or V(1,1)-cycles. (12) and (14)
are used. The second level equation is solved with six orders of magnitude
accuracy.

In order to handle iteration matrix eigenvalues of magnitude larger than
one, we apply to the basic two-level iteration (4) the Conjugate Gradients
Squared (CGS) acceleration method of [14]. We de�ne the following measures
of e�ciency: the convergence factor

cf =
kAxlast � bk2
kAxlast�1 � bk2

(26)

and the preconditioned convergence factor

pcf =

 
kP�1(Axlast � b)k2
kP�1(Ax0 � b)k2

!2=(last�(�1+�2+1))

;

where P is the multigrid preconditioner used and last is large enough to real-
ize the process behavior (for pcf, last is the �rst integer for which the l2 norm
of the preconditioned residual is reduced by six orders of magnitude). The
preconditioned residual norm is available in the CGS process; furthermore,
since the preconditioned system is better conditioned than the original one,
the norm of the preconditioned residual is a better convergence measure than
that of the residual itself. It was also checked that the l2 and l1 norms of the
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error decrease by at least four orders of magnitude during the convergence
process.

The above de�nition of pcf takes into account the additional work required
for smoothing and residual computation; its basic measure is the averaged
convergence factor for a V(0,1)-cycle.

In all our tests, we have found essentially no di�erence between the per-
formances of (11) and (12) for inde�nite problems. Since the latter is less
expensive in terms of time and storage it was used here. The results are
summarized in Tables 4 and 4.

Table 6: Convergence factors (cf) for two-level implementations for the highly
inde�nite equation. No acceleration is used.

N �1 �2 BBOX AutoMUG ABOX
31 1 1 10.613 17.563 6.710
63 1 1 2.007 1.478 3.409

Table 7: Preconditioned convergence factors (pcf) for two-level implementa-
tions for the highly inde�nite equation. CGS acceleration is used.

N �1 �2 BBOX AutoMUG ABOX
31 1 1 .976 .798 .784
31 0 1 .915 .726 .767

Finally we consider four-level implementations for the slightly inde�nite
equation (24) with Dirichlet boundary conditions. The RB smoother is used
for AutoMUG and a four-color Gauss-Seidel smoother ([1] and Method A in
[12]) is used for the other methods. ABOX is implemented with (14). No
acceleration is used. The advantage of ABOX and AutoMUG is evident from
Table 4. It is also seen that (11) is not better than (12).
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